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A potential energy surface has been constructed for the CO dimer using the methods of intermolect
perturbation theory. The electrostatic and induction terms are described using distributed multipoles :
distributed polarizabilities, the dispersion using anisotropic dispersion coefficients calculated by Rijks
Wormer, and the repulsierpenetration by an anisotropic exponential site-site function fitted to points calculate
by ab initio intermolecular perturbation theory. The dispersion and induction are damped using Tang-Toenn
damping functions. The potential has been used in diffusion Monte Carlo calculations of the grour
rovibrational state, and the vibrationally averaged rotational constants agree well with experiment. The vil
coefficient is also in good agreement with experiment. In order to achieve this agreement it is necessar
include Cy andC, dispersion terms. The potential energy surface has two symmetry-equivalent versions
each of two low-lying minima, both of which are planar and approximately T-shaped. A third minimum
with a planar, slipped anti-parallel structure, has also been located. There are two nonplanar paths betv
the lowest pair of minima, with a barrier of only about 30 dmand one planar path with a slightly higher
barrier. In the lowest rovibrational state there is a high probability that the system is in the neighborhood
the barriers. Consequently, the vibrationally averaged rotational constants are significantly different frc
the values calculated for the equilibrium geometry.

I. Introduction perturbation theory of intermolecular forces. This approach has
The CO dimer has recently been studied in a set of the advantage that the interaction energy is separated quite

experiments by Havenitet all They observed a K2 — 1 naturally into terms which carry a clear physical inter-
subband of (CQ)and calculated, for the first time, some of the pretatiorn—electrostatic, repulsion, dispersion, induction, and so

dimer’s spectroscopic parameters. They interpreted the spectr®"- 1€ application o&b initio methods within a perturbative
as being consistent with a nonplanar structure for the dimer. approach has been successful in rationalizing and predicting the

This interpretation is apparently at odds with the the minima Structures and properties of Van der Waals complexes (see, for
found on theab initio surface of van der Pelt al.? which were example, refs 4 and 5) and has led to new ideas and methods ir
planar structures. That surface was found to be quite flat, with formulating our descriptiofi-® We draw upon some of these
several planar minima separated by relatively small energy 'd€as in this study.

barriers?® Havenithet al. pointed to the possibility that the

CO molecules execute wide angular oscillations in the vibra- 1l. The Potential Energy Surface

tional ground state and that this might be responsible for the ] )

discrepancy between the interpretations of theory and experi- 1. Introduction. The new potential energy surface we have

ment. derived may be considered as a refinement of that of van der
This suggests that further theoretical work is needed to try Poletal. The differences between the new surface and that of

to understand the CO dimer and the nature of-GCO van der Polet al. is that induction effects are considered, the

interactions. In this study we derive a nev initio potential more recent calculations of the dispersion coefficients by

energy surface for the CO dimer and perform diffusion Monte Worme#? are included, a distributed multipole expansion is used
Carlo (DMC) and close-coupling calculations with this new to describe the electrostatic interactions, and the short range
surface in order to elucidate the lowest lying rovibrational states, contributions to the potential energy surface are fitted using a
the ground vibrational state, and vibrationally averaged proper- multicenter description. In these calculations the CO bond
ties. length is held fixed at 1.128 A.

The potential surface we derive is a refined surface based on 2. Short-Range Terms. The first-order energy for the
that of van der Polet al, which was derived from the intermolecular interaction of two CO molecules was calculated
by van der Polet al, at the SCF level, on a grid of

:groer;?eirtm:g(ii?gseslythsocrhIumber er Cambridge Research, High Crossinterl’no'ecular geometris. This first-order energy can be
Madingley Road, Cambridge, CB3g0EL, U.K. ’ e partitioned, within perturbation theory, into an electrostatic term

® Abstract published ilAdvance ACS Abstractfecember 15, 1997. and a term describing the effects of exchange-repulsion.
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Potential Energy Surface of the CO Dimer

From their estimate of the first-order energy, we subtracted
the multipolar approximation for the electrostatics, which we
calculated using a three-site-distributed multipole analysis
(DMA) obtained at the self-consistent field (SCF) level with
the same basis, due to Schingeal,!! that was used by van
der Polet al. This DMA was truncated at hexadecapole on
each site and offers a more accurate evaluation of the electro
static interaction since it implicitly includes the higher order
terms beyond hexadecapole which would be needed in a singl

J. Phys. Chem. A, Vol. 102, No. 2, 199835

v ﬂ«q)ab
{

Figure 1. The coordinate systeniR( 04, 0s, ¢) used to describe the
geometry of the dimer, and the coordinat&g,( fa, 6b, @an) used to

edescribe individual sitesite interactions.

center expansion in order to obtain the same accuracy. On

comparison with the overall moments of the molecule, the DMA

expansion accurately reproduces all the SCF moments to

hexadecapoled,) and reproduces the 128-pol@4} to within
15%. Using the same basis for the DMA as that of van der
Pol’s calculation of the first-order energy means that, after the
subtraction of the multipolar energy, the remaining first-order
energy is the sum of the exchangepulsion energies and the
SCF estimate of the penetration energy. As Wheatley and
Mitchell have showr? the penetration energythe correction

for the neglect of overlap effects in the multipolar expansion
for the electrostaticscan be very significant, and its accurate
calculation is important.

describing the angles between the local site axes and the site
site vector, and a torsional angjg,. (See Figure 1.)

Although theS functions look quite complicated, the lower
order functions are quite simple and are quick to evaluate. Those
with I, = 0 must havel, = I, and they are the Legendre
polynomialsPi(cos ), while those withl, = 0 are theP(cos
Op). It is often quite a good approximation to use or8y
functions of this type, in which case eq 2 can be expressed in
the form

™= p(0) + 0°(0)

The partitioned sum of exchange-repulsion and penetration

energies was fitted to an analytical sitgite expression of the
form

Ughon = K ZZ expl-a® (Ryy = p™(Qa))] (1)

Here K is a premultiplying factor of 1 mhartredy, is the
separation of sitea andb, and o2 and p?° are the site-site
parameters describing the hardness and position of the repulsiv
walls, respectively.

The angular dependence of the sitdte interactions was
incorporated into the functional form by expanding the param-
eterp? as a series

pab(Qab) = sz?blsalbl(gab) (2)

The hardness paramet#® can in principle be anisotropic too,
in which case it would be expanded in the same way, but we

have not found it necessary to do so. That is, we need only the

isotropic term(xgg0 The functioné_:‘.a.b.(Q) are members of the
set of functions which form a complete basis for describing the
dependence of any scalar property of a pair of sites, lateled
andb, on their relative orientatiok® 14

)li'a'b'

:?b lr;a Irn)D'r?go(wa)DRo(wb)DLﬂ(w) (3)
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D',m(w) is a Wigner rotation matrix;

65

is a Wigner 3} coefficient;wa, w,, andw define the orientations

of the molecules and the intersite vector in an arbitrary global
axis system; and2,, stands for the set of these orientations
(wa, wp, w). This formulation is completely general, and it can
easily be used with a description in which the relative geometry
is specified by a sitesite distanceR,, anglesf, and 6,

|a|b|
00O

with

p%(0,) = pr‘Pl(cosea), p°(0,) = pr’Pl(coseb) (4)

The use of anisotropic potential forms need not mean that
they cannot be used within simulations, as the work of Rodger
St al1® has demonstrated. Many of ti&functions and their
derivatives are provided within the ORIENT prograhwhich
can be easily interfaced with other programs.

The initial data of van der Pat al. was on a grid of three
values ofR, five of ¢, and six each oba and 0z. After the
subtraction of the multipolar electrostatic term from the first-
order energy, the remaining energies of the points on the grid
had a distribution with a mean energy of 19.6 mhartree, a
standard deviation of 40 mhartree, and a maximum energy of
315 mhartree. Since ambient temperature corresponds to ar
energy of 1 mhartree, it is apparent that quite a number of these
points lie in regions which are thermally inaccessible. An
accurate fit of the short-range data is important since the CO
dimer has quite a flat potential surface, as previous calculations
have indicated;® but the inclusion of the high-energy points
makes it difficult to obtain a good fit in the thermally accessible
region. Since we did not knova priori which geometries
needed greater consideration, we retained all points with energy
less than 10 mhartree. This truncation of the data set should
mean that we comfortably span the region of the potential
surface which is thermally accessible and emphasize the well
region. Of the initial 315, a total of 199 points remained for
use in the fitting procedure. The mean energy of these points
was 2.82 mhartree, with a standard deviation of 2.80 mhartree.
The distribution of geometries is no longer uniform, but the
site—site distributions for the angular and radial sampling is
still quite comprehensive, with most of the discarded points
coming from geometries where the molecules were much closer
than the van der Waals minimum.

The first model we tried was an isotropic sitsite fit, using
sites at C and O, but the results for this model were disappoint-
ing. The root mean square error for the difference between the
ab initio values and the fitted surface was 0.6 mhartree, which
is comparable with the estimated well depth of around 0.65
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TABLE 1: Short-Range Coefficients Describing the TABLE 2: Distributed Multipole Moments for CO, in
Exchange-Repulsion and Penetration Contributions to the Atomic Units, Calculated at the MRCI-SD Level Using a
Interaction Energy for CO ---CO?2 [9s4p3d2f/9s5p3d2f] Basks
component c-C O--C O--0 site Qoo Quo Q20 Q30 Qo
Isotropic Model: Two-Center Model
Root Mean Square Error 0.600 mhartree C 0.0414 0.4242 —0.4221 0.7679 1.9499
Olooo 2.5235 3.9384 5.0039 (@) —0.0414 —0.2632 0.3878 —0.8897 1.1583
0000 3.5401 3.0909 2.8502 Three-Center Model
Simple Anisotropic Model: C 0.6038 1.0686 —0.2450 0.1172 0.1541
Root Mean Square Error 0.078 mhartree b —0.9245 —-0.2704 0.7506 —0.0416 0.3920
0Looo 3.0764 3.5349 3.8413 O 0.3207 —0.4235 0.1250 -—0.1981 0.1278
pooo 3.2215 3.1285 3.0581 Single-Site Model
pro1 ~0.2032 —0.0595 ~0.0557 cm 0.0729 -152 361  -951
Po11 —0.2032 —0.1907 —0.0557 )
. . Experimental’
Anisotropic Model: cm 0.0432 —1.44
Root Mean Square Error 0.018 mhartree ' ’
0looo 3.1569 3.5415 4.0477 aThe siteb is at the center of the bond. The positaaxis is in the
P000 3.3763 3.2387 2.9787 direction from C to O. The calculated and experiméritsingle-site
P101 —0.0205 —0.1136 —0.1091 moments are also given, relative to an origin at the center of mass
Po11 —0.0205 0.0804 —0.1091 (cm).
112 0.0353 —0.0608 0.0876
202 8-1532 8-2232 8-822% extent here too, but the additive picture of eq 4 does not apply
ﬁ?ﬁi 0.0289 00122 —0.0036 when there are terms with andl, both nonzero.
P 0.0289 0.0855 —0.0086 The isotropic coefficientstooo and pogo in all three models
0123 0.0030 —0.0692 —0.0209 show that the C atom is more diffuse, having a greater spatial
0213 0.0030 0.0170 —0.0209 extent than the O atom. This is shown by the smaller value of
p134 —8-8188 —8-884712 —8-8822 oo and the larger value gfoo for the C interactions when
P314 —0U. —0. —0. .
poos 00130 0.0105 0.0030 compared with those of O.

3. Electrostatics. It is now well established that a distributed

aThe p,y are expressed in A, anghooin A% description of the multipolar expansion is needed to describe

electrostatic interactions in condensed phases to high acclracy.

mhartree. Clearly the error in the isotropic fit is unacceptable, |n this study we have adopted such a description, using a three
especially as the potential energy surface is expected to be quitecenter DMA with expansion centers at the nuclear sites and at
flat. the bond center.

The anisotropy of the sitesite interactions can be described As is well-known, the dipole moment of CO is quite snidll.
by adding terms in the angular expansion for the shape This leads to problems with itb initio calculation, and indeed
parametep. The simplest of these models added @ and the Hartree-Fock dipole moment for CO has the wrong sign.
Suiterms (Table 1). These terms have a simple interpretation, To reproduce the correct sign of the dipole in ab initio
amending the spherical shape of the repulsive wall of each sitecalculation, which is desirable for the construction of an accurate
by adding a term which varies as c8( The standard deviation  CO dimer surface, it is necessary to use a correlated method.
for this fit was 0.078 mhartree, a considerable improvement We have calculated the distributed multipoles of CO using a
upon the |sotrop|c model. The larger coefficients of this type [9s4p3d2f/9s5p3d2f] basis at the MRCI-SD level. We con-
arepSe, pS, andpon, which are all about-0.2 A. With our structed both two-center and three-center models, and the result:
definition of the axis system, which has the positive sense of are given in Table 2. For comparison between the DMA
the body fixedzaxis going from C to O, the negative sign of expansion and experiment we have calculated the overall
pse indicates that the repulsive wall of the C atom is farther moments. These are also shown in Table 2, and they show a
out when it is approached end on than when it is approachedslight overestimate of the dipole and quadrupole.
transversely. We can identify this with the larger spatial extent 4. Dispersion. This term is particularly important when
of the 5 orbital on the C, which extends along the direction of describing the interaction of weakly polar molecules, and we
the negative z-axis. Conversely, the negative value of abouthave used the MBPI estimates of the isotropic and anisotropic
—0.05 A for p35;, oS5, andpSy) shows that the repulsive wall  dispersion coefficients of Rijks and Worm#r.
of the O atom is farther out in the transverse direction than in ~ The dispersion contributions to the energy are written as
the axial direction, which is consistent with the higfelectron
density on the O atom, but the departure from spherical shape Ugip = Z ; f (Q:R) CM' § (@
here is smaller. If eq 4 held exactly, then we would find that
por, and psewould be equal, as wouldSy; and pfo. Table 1
shows that these relationships hold quite well, though not wheref, is a damping function, described belo@:"' are the

exactly. dispersion coefficients, an® the set of angular functions
Successive angular terms were added to improve the fit. described previously.
Adding the termspio1, p202 and psoz reduced the standard Since the initial calculations of Rijks and Wormer, a newer

deviation of the fit to 0.032 mhartree. Including all the angular set of calculations have been made by them of the lower order
functions that arise in the expansion of the electrostatic energy dispersion coefficient®® Cs, C;, andCs. While both sets of

up to terms inR~5, namely, those with, + I, = | andl < 4, calculations by Rijks and Wormer overestimate the anisotropy
reduced the standard deviation to 0.018 mhartree. The param{actorsyozz and y224 for Cs when compared with the experi-
eters for this fit are also given in Table 1. The geometrical mental results of Kumar and Meaththe overestimates for the
interpretation in terms of the atomic shapes applies to somenewer set are significantly lower. Fgg,,, the old values are
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higher than experiment by 32%, compared with 14% for the
newer set. Similarly foty,24 the old values are 75% higher,
while the newer set are only 31% too high.

We have adopted the newer set of dispersion coefficients for

our potential surface since they seem in better agreement with
experiment. However because of restrictions in their basis set

for their newer calculations, which went only as far fs

functions, no estimates were made of the higher order dispersion

coefficientsCy and C1o. In our investigation of the potential
energy surface, we have taken the coefficients forGhand

Cyp interactions from the paper of van der Ralal,? and we
consider the effects of their inclusion upon the potential energy
surface.

Damping of the dispersion interactions is necessary at short
range, but is perhaps one of the least-well-understood parts of

the perturbation theory of intermolecular forces. Accurate
calculations of overlap effects on dispersion and induction
interactions have been carried out for a few atoms and fof°HF,

and several empirical functional forms have been developed to

model these effec. The most widely used of these are the
damping functions of Tang and Toenrfiewhich are given by
the expression

" (bR"
f (;R) =1 — exp(-bR) kZOT

where the parametds, which is a measure of the overlap, is
often identified with the repulsive parameter The damping
functionf, multiplies the dispersion terms R and removes
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TABLE 3: Dispersion Coefficients for the CO Dimer?

component Ce C; Cs Cy Cio
000 1845.0 20207.0 218274.6
101 —2739.7 —48948.0
110 —1231.5 34134.4
112 3940.5 97522.4
202 197.2 13875.6 233997.2
211 61.2 7321.6
213 —244.7 —21965.0
220 4.4 182.9 15526.9
222 6.2 —382.5 —31151.1
224 67.2 2419.9 135925.6
303 77.9 —16197.0
312 37.3 —8652.3
314 —165.5 27687.7
325 34.2 —994.3
334 2.2
336 76.6 —3670.7
404 —568.4 24771.3
415 1271.4
422 —6.8
424 —12.5
426 —280.1 —3569.6
437 —441.6
505 836.3

a2The Cs, C7, and Cg coefficients are taken from the more recent
calculations of Wormel? and theCy and Cy, values are taken from
the calculations of Rijks and Wormet8 The units of theC, coefficients
are given in mhartree & The origin for each molecule is at its center

. Iplal
of mass. Because of symmetry constraigg? = Cn"°.

convergence with respect to the rank of the polarizabilities is
more rapid than for a single center expansibn.

the divergence as the distance between the atoms tends to zero. Induction damping.Damping must be applied to the induc-

For molecules with several atoms the damping should be
anisotropic, and probably the argument of the damping function
should be related to the logarithm of the repulsion energy, that
is, to (R — p(Q)), rather than just tatR. However we have
not explored this possibility, but have used isotropic damping
functions with argumenttR.

The values of the dispersion coefficie@isare given in Table
3. The set of dispersion coefficients provided by Wordfexs
well as theCgq andCy coefficients taken from the paper of Rijks
and Worme#r8 contain more angular terms than shown in the
table. We have removed a few of the high-order angular terms,
whose coefficients were much less than 1% of the isotropic or

first nonzero angular term. These terms were amongst the more

exotic S functions. A test of the effect of their removal was
made by calculating the second virial coefficient. They were
found to have a negligible effect upon this property, suggesting
that they are relatively unimportant.

5. Induction. We have included induction using the
distributed polarizabilities calculated by Le Suétrlin the
distributed polarizability methddthe response of a molecule
to an applied field is partitioned amongst several sites. For CO

these sites were at the nuclei. The distributed description of
the polarizabilities takes account of the nonlocal response of

the charge distribution, so that fields in one region of the
molecule can lead to changes in the electron distribution at
another. This leads to a distributed polarizability}5,,.,
which describes how a field/ (an Ith derivative of the
electrostatic potential) at sigg induces a momemQy at site

a

_ _ aa
AQy = — oy Vi

The advantage of using a distributed description is that its

tion energy for the same reasons as for the dispersion interac-
tions. The induction energy involves sitsite interactions; for
molecule A in a dimer AB, it takes the fofth

1 o
Uha=— 5 ;H ; @+ AQTRF Ty QL (B)
rst uu

wherea anda’ are sites on molecul& andb andb' are sites

on molecule B, whilg, t', u, andu’ are spherical tensor labels.
QP is a static moment on site of molecule B, andAQ" is the
corresponding induced moment. In the case whefeis an
ordinary dipole-dipole polarizability anoQS is a component

of the dipole momentTfLb and TB',?' are dipole-dipole interac-

tion tensors. If there is only one site on each molecule, then
the overall interaction is proportional &6, and because of
the relationship between induction and dispersion the same
damping functiorf(b;R) is expected to apply. Whem= &

or b = b, however, we need to apply damping functions
separately toT2, which depends orRap, and T2Z, which
depends orRyy. It so happens thaf0.72%;R)]? ~ fg(b;R);

this approximation is quite good. We have therefore used
damping factors of the fora(0.72%;R) for each dipole-dipole
interaction functionTﬁf’, and in generalfy(0.72%;R) for a
multipole—multipole interaction function involvingk™". The
scale parametdris taken to be equal to the hardness parameter
o of the corresponding sitesite repulsion.

It turns out that the effects of damping upon induction are
not very significant around the van der Waals minimum, but
when calculating the second virial coefficient and also in the
DMC study, both of which sample the regions of space close
to each molecule, the introduction of damping is necessary in
order to avoid unphysical divergence of the induction at short
range.
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Ill. Development of the Potential Energy Surface dispersion model we can reasonably test in this study are the
effects of damping, and whether our omission of the higher order
Cy and Cyp terms can account for the discrepancy with the
experimentaB(T).

1. Damping. The underestimate @{(T), indicating that the
potential energy surface is not deep enough, might indicate that
we have overdamped the dispersion ter@s, C;, and Cg).
Certainly our model for the damping of the interaction is based

Initially we investigated a potential energy surface built from
the best fit to the short-range data, the three-center DMA
(MRCI-SD), the two-center DPA, and th€s, C;, and Cg
coefficients of Wormet? Several minima and transition states
were located on the surface, the lowest of which had an energy
of —0.543 mhartree. We also calculated the second virial
coefficient as a test of the potential’'s reliability. We found that - .

on an empirical functional form. To explore the effect of

this potential significantly underestimatd{T) over the full . . ;
: . damping we recalculateB{(T) after removing all damping terms.
range of temperatures that were measured experimentally. Th'%e E)u?\d no significant Pmprovement ir?the agrzer%ent with

would indicate that in a global sense the potential is not deep speriment and w nclude that errors in the dampina model
enough. This is borne out by the comparison of our estimate ngiot §1e ?auseeof?hg gisirep?ar?cyoviith exger?mepntg ode
of —0.543 mhartree for the well depth, compared witB.651 2. The Role of the Higher Dispersion TermsCe and Cio

mhartree for the van der Pet al. potential which gave excellent - . - ;

agreement with the experimental virial coefficients. This led We are Ieftt \g'th .thg hytpottr?ess .‘h"?‘t thef t(:]ls%r_eﬁangy W'th.the

us to consider the approximations behind our model. experimental(T) is due to the omission ot the nigher dispersion
terms Cy and Cyjp. The only estimates which have been

One source of error lies with the use of SCF to estimate the . ..
e - - - published are those of Rijks and Worniéf. We have taken
first-order energy. Correlation certainly will have an effect upon these coefficients and added them to our potential model,

the exchangerepulsion and penetration terms. However, e ; . .
gerep P éetamlng the damping model we discussed earlier.

experience has shown that this generally leads to a small increas . .

in p, without significant changes im. Any increase irp would This extgnded potential sgrface was tested by cglculaﬁm;.

enhance the repulsion and so lead to a shallower surface which®® shown in the next section, the agreement \.N'th experiment

will further increase the discrepancy with the experimeB(@). was_extremely good. . This agreement was obtal_ned without any

Thus we discounted the omission of correlation effects from scaling of the_ damping model fpr the dispersion terms, and

the first-order energy as being responsible for the disagreemenlfltho.ljgh this is not conclusive, it would seem tp support the

with experiment. Similarly, we discounted basis set effects, unctional form that yve.have used for the dgmplng.

since the first-order energy is not so sensitive to the quality of It would seem to. |nd|ca}te that the p'o.tentlal energy surface

the basis, and even smaller douljl®ases will recover much O.f the .CO dimer is partlcular_ly_sen3|t|ve t_o_';he effects  of
dispersion. The corollary of this is that aap initio quantum

of the short range interaction. Errors from the fitting procedure . .

are also unlikely to be the source BfT) discrepancy, since chemistry study of_the CO o!lmer should not only use correlated

the standard deviation for the fit is only 0.018 mhart’ree methods so as to include dispersion effects but also should use
' ' large basis sets in order to recover the dispersion energy

The second possible source of error lies in the electrostatic -
description. The three-center DMA (MRCI-SD) is expected to accurately. The study of Woon on the Ar dln’-_%show_s the
slow convergence of the dispersion energy with basis set. A

be very good, although the dipole is still not reproduced exactly. . T . . . ;
Calculations were done with a single-center expansion, usingfurther point Worth_ noting is that density functional studle_s using
the current functionals, which are not able to describe the

the experimental multipole moments where available. This did di ion int " I likelv t del the di
not solve the discrepancy, and we ruled out the electrostatic fcpuer;StleOI;m eraction properly, are uniikely to model the dimer

description as being the source of the disagreement with &
experiment.

This led us to consider the induction terms. The distributed
polarizabilities were calculated at the SCF level using a 5s4p2d The potential energy surface we have built consists of an
basis. The restricted size of the basis, and the neglect ofanisotropic site-site model for the short-range interactions, a
correlation, should be expected to underestimate the effects ofthree-center DMA (MRCI-SD) for the electrostatics, a two-
induction. Comparing the SCF dipolar polarizability, calculated center DPA for the induction, and the dispersion coefficients
with the 5s4p2d basis, with the experimental dipolar polariz- of Rijks and Wormer up to terms iR-1° but with some of the
ability, suggests that this error is of the order of 20%. However, smaller terms omitted. We have explored the topology of this
the contribution of the induction energy to the calculaB£) surface and its spectroscopic properties both with and without
at 77 K is only around-10 cn® mol~%; while the experimental  the inclusion of induction. The induction energy is a relatively
B(T) is around—309 cn? mol~! and induction adds only around  expensive term to calculate, and an estimation of its importance
1.5% to the well depth at the minimum, it seems unlikely that is relevant to the application of the model surface to extended
induction accounts for the disagreement with experiment. systems.

We conclude from all this that the model for the dispersion  In the following sections we explore the properties of the
is the principal reason for the discrepancy with experiment. CO dimer on this potential energy surface by identifying its

stationary points, calculating the second virial coefficients,
IV. Analysis of the Dispersion Expansion performing close-coupling calculations to get the low-lying
rovibrational states, and finally using the DMC method to
calculate the spectroscopic constants of the dimer in its
vibrational ground state.

V. Evaluation of the Potential Energy Surface

Apart from the work of Kumar and Meathon the dipolar
dispersion coefficient€s, there are no other results with which
we can judge the reliability of the MBPT dispersion coefficients
of Wormer. The limited comparison which is possible suggests
that theCs coefficients are reasonable, although they perhaps
overestimate the anisotropy a little. However, there is currently
no experimental method for probing the higher order dispersion  The potential energy surface has been searched for its minima
coefficients, and we must accept the MBPT method as the bestand transition states, using the ORIENT progrémThis
available source for these coefficients. The only parts of the program uses eigenvector following methods to locate the

VI. Topology of the Potential Energy Surface of the CO
Dimer
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TABLE 4: Stationary Points on the CO Dimer Potential Surface Both with and without Induction

geomety
label Hessian index energy/chm RA 0a b ) frequencies/crm
Induction Included
M; 0 —146.3 3.77 225 7.7 0 60.1 32.6 19.9 14.6
Ma 0 —118.1 4.41 94.9 0.9 0 58.1 34.4 21.0 8.9
M3 0 —116.2 4.36 132.3 47.7 180 76.7 24.7 19.4 51
5 1 —114.8 3.51 76.9 103.1 19 45.6 31.7 5.7 25.0i
S 1 —110.9 3.90 37.8 142.2 180 46.1 23.7 11.0 13.3i
S 1 —116.6 4.27 77.8 25.5 0 52.7 36.6 18.4 11.2i
S 1 —116.0 4.39 120.6 34.3 180 73.8 26.5 19.3 6.0i
No Induction
M; 0 —144.5 3.77 22.8 77.6 0 59.8 32.2 19.7 14.5
Ma 0 —113.7 4.43 96.8 2.2 32.8 19.6 6.1
M3 0 —-114.2 4.37 132.3 46.7 24.7 7.4
S 1 —113.6 3.51 76.7 103.3 24.6i
S 1 —110.2 3.91 38.0 142.0 11.4i
S 1 —113.0 4.32 74.6 23.2 11.2i
S 1 —-113.4 4.43 111.4 225 6.1i

stationary points on the potential surf&éeThe first and second
derivatives needed for the search are formed analytically. The
results of the calculations for the potential energy surfaces both
with and without induction are shown in Table 4. For
comparison with the spectroscopic data presented later, we give
the energies in cmi. The coordinate system we use to describe
the dimer is shown in Figure 1.

We see that induction has relatively little effect upon the
topology of the PES; the stationary points are virtually identical.
The topology of the potential energy surface is seen to be quite
interesting. We have located three minima and four transition

states, all of them planar except for one of the transition states. 180 J
Both of the lowest lying minima can be loosely described as 150 - L
T-shaped complexes. The lowest of them, structdie has 6 Ny

the O end of one CO molecule pointing toward the other 120 1 r
molecule, while the the othd¥),, has the C end of one molecule % |
pointing toward the other molecule. These minima are separated

by an energy difference of 30 cth Because each molecule 60 -
can take the Ve of the head or the tail of the T, there are two

versions of each of these minima, in the sense defined by Bone 30 1
et al;?" that is, they differ only in the labeling of the identical
nuclei.

The changeover between the C and O coordination in the
T-shaped complexes as the radial separation is reduced from
4.4 to 3.8 A suggests that this potential surface may be able to
describe the heaetail disorder observed experimentally in the
o. phase of solid CO. In th®2;3-ordered phase ai CO28
the structure has a CO molecule pointing into a triangular
arrangement of CO molecules, which are separated from this
lone molecule by a distance of around 4 A. At this separation
the energy difference between the configurations with the O
and C end respectively pointing at the molecules forming this ‘ :
triangle may be expected, on the basis of our calculations, to 0 30 60 90 120 150 180
be quite small. 0,

The harmonic frequencies at minimudhy suggest that the  Figure 2. Contour plots of the interaction energy as a functior,of
zero-point energy is around 64 cfywhich is over 40% of the and 6g around the stationary pointS;, M;, and M,. The radial
calculated well depth. This would indicate that characterization separations and torsional angles are indicated in the figures. The
of the stationary points alone may not allow one to infer the contours are expressed in thwith a spacing of 20 crt between
structure of the dimer, and it is possible that the secondary adJa(_:ent contours. The stationary points from Table 4 are indicated by
minima, labeledM, and M3, may contribute to the vibrational the filled triangles.
ground state of the dimer. We expect the molecules to executeversions of minimunMi, $ is a planaiCx, saddle point linking
large amplitude motions, and Figure 2 shows that this zero- the same minim&l;, S; is aCs saddle point linking one of the
point energy is sufficient to allow not only large angular versions of minimunM; with one of the versions dfl,, while
oscillations but also radial ones. S, is aC; saddle point linking one of the versions ek, with

From an analysis of the stationary points, we find tBais Ms. According to the theorems derived by Boekal.?’ the
nonplanar (but nearly plana€), saddle point linking the two number of symmetry-related versions of a stationary point is

0 T T




440 J. Phys. Chem. A, Vol. 102, No. 2, 1998

Electrostatic Dispersion
1 80 1 L ] | L L ] L ]
o
150 -
O 120 A 3
o, - 700
90 \ o
&
60 o | M'
)
Q\\K f
N
0 T T (I%7 T
Exchange-Repulsion
1 80 1 1 1 i 1
150 -‘/J = L
05
120 & -
90 &/’PQ NS 3 o
I 200 DS
60 —%/// B .
05
30 1 -
0 T T T T T T T T T T
0 30 60 90 120 150 180 0 30 60 90 120 150 180
0, 0,

Figure 3. Contributions to the total interaction energy for planar
geometries around the minimul, (¢ = 0, R= 3.77 A). Contours
are regularly spaced and are given iném

equal to the order of the molecular symmetry group (4 for CO)
divided by the order of the symmetry group of the stationary-
point structure. Consequently there must be two versions of
saddle point§;, S5, andS,, but only one ofS,. The two versions
of the S; saddle point are enantiomorphs of each other.

We have compared our potential with that of van der €l
al. by recalculating the energy of the stationary points they
identified. The surfaces compare reasonably well. The T-
shaped structure which they calculated to have an energy of
—140 cnt! was calculated to have an energy-e137 cnr?!
on our surface, and exact agreement was found for the plana
structure withr = 3.79 A, 05 = 40°, 0 = 70°, andg = 0°.
However, the agreement between the surfaces is not perfect
with one of the minima they identified, a slipped antiparallel
structure withr = 3.58 A, 6, = 70°, 05 = 110, ¢ = 18C,
having an energy of-139 cnt? on their surface, but just87
cm~! on our surface. This is an important difference. The
close-coupling calculations of Bunket al.2 using the potential
energy surface of van der Pet al, were interpreted on the
basis that the tunneling motion between the symmetry related
minima wasvia a Cx (i.e., a slipped antiparallel) transition state.

The current surface does not favor this transition state geometry

so heavily, and we may expect that the spectroscopy will differ.
We return to this point later.

The advantage of perturbation theory is that it allows a
physical insight into the nature of the interactions. In Figure 3
we plot the exchangerepulsion, electrostatic, and dispersion
energies, as well as their total, for planar geometies(0) at
r = 3.79 A. This radial separation corresponds to that of the
minimum M; and is close to the vibrationally averaged
separation deduced experimentdlly.

Examining Figure 3 we see that the total interaction is the

I
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octopole. Dispersion is seen to favor-€ interactions, with

the least favored planar geometry being when the molecules
are both perpendicular to the intermolecular vectar & 90°,

0s ~ 90°). Exchange-repulsion is seen to prefer these latter
geometries, which minimize the interactions between the atomic
sites, particularly the €-C interactions. This is related to the
more diffuse nature of the C atom, and its associated lobe from
the 5 orbital. Together these figures go some way to
explaining the topology of the potential energy surface. At
larger separations the electrostatic interaction dominates, and
we see a preference for T-shaped configurations with the C atom
closest to the other molecule (minimuMy), or a slipped
antiparallel structure (minimuriz). At short range exchange-
repulsion dominates, and we see geometries which minimize
the site-site interactions (transition sta&). In the region of

the van der Waals minimum we again see a T-shaped structure.
but because of the greater repulsion associated with the C
(relative to O), it is the O end which coordinates with the other
molecule (minimumMy).

Dispersion does make a substantial contribution, providing
most of the binding energy. Indeed, at the separation corre-
sponding to the minimunv, the sum of the electrostatic and
exchange-repulsion energies is positive at all planar geometries.
The topology of dispersion and exchange-repulsion contributions
are seen to be complementary in the region of the van der Waals
minimum M3 (and alsoMy) (i.e., the most preferred geometry
for the dispersion interaction is the least preferred for exchange
repulsion). At short-range, exchangespulsion wins, and for
this reason our discussion rationalizes the structure on the basis
of electrostatics and exchangeepulsion. However, dispersion
also favors minimunM; overM, because the smaller separation
of the CO molecules when the O end is coordinated enhances
the dispersion interaction.

Dispersion also contributes significantly to the anisotropy of
the potential energy surface, and the differences between this
potential surface and that of van der Ratl al. are partly
attributable to the differences between the dispersion coef-
ficients.

VII. Second Virial Coefficient

We have calculated the second virial coeffici&{T) over
the range of experimentally measured temperatfif@sising
the potential energy surface. The classical contributids(T)
has been evaluated using the expression

- Nav 0 AT p 2T _U(R,QA,GBKP) .
BM ="/ A [l—exp(T R sin
0, sin 6, dRd6, dog dg (6)

Gaussian quadrature was used to integrate over the angles, while
a Romberg method, based on the trapezoidal rule, was used tc
integrate over the radial coordinate. Integration oRewas
performed numerically between 2 and 30 A, with the region of
R < 2 A approximated by the hard-sphere expression. The
number of angular and radial points was increased until the
results were stable. Quantum corrections to ofidferarising

from the mean-squared force and torque, have been estimatec

result of a subtle balance between its various components. Forby the Monte Carlo integration method programmed within

planar configurations, electrostatics is seen to favor T-shaped
orientations (which we attribute to the quadrupole) with a

ORIENT.
The results are given in Table 5. They show very good

preference for the C end of one molecule to be coordinated with agreement with experiment, generally within the experimental
the other molecule. Since the molecular dipole is so weak, this error limits. A small increase (from 1.99 to 2.07) in the scale
preference in orientation must arise principally from the factor b used in the dispersion damping would bring all the
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TABLE 5: Second Virial Coefficients, in cm3/mol, TABLE 6: Calculated Eigenstates for (CO), Expressed in
Calculated Using the Potential Energy Surface Described in cmL, for J < 22
the Text? A+ A-
T (K) Bclas ABq Bquant Bexptl ABexptl J=0 J=1 J=0 Jj=1
77.3 —310.5 11.0 —299.5 —307.0 +5 224
90.1 —228.1 6.6 —221.5 —230.0 ’ 205
143.0 —90.8 1.7 —89.1 —-92.0 +4 ’ 201
173.0 —59.6 1.1 —58.5 —62.0 19'3
213.0 —34.6 0.7 —33.9 —35.0 +3 18.9 ’
242.0 —22.6 0.5 —22.1 —22.8 : 16.7
263.0 —-15.9 0.5 —15.4 —16.0 14.6
273.0 —-13.2 0.4 —12.8 —-13.0 ’ 138
298.1 —7.2 0.4 —6.8 —-8.0 +2 ’ 13.2
323.3 -2.3 0.3 -2.0 -3.7 11.9 ’
348.2 1.7 0.3 2.0 1.1 : 3.9
373.1 5.0 0.2 5.2 4.6 24 ’
398.1 7.9 0.2 8.1 7.7 2'1
423.2 10.4 0.2 10.6 9.6 [~92.2] :
473.2 14.5 0.2 14.7 14.5 +1 :
513.2 171 0.1 17.2 17.3 aThese low-lying rovibrational states are calculated using a basis
573.2 20.1 0.1 20.2 20.5 of primitive spherical harmonics, whose maximum angular momentum,
jmax was 6.

a1n the final two columns the experimental values are sh&tif,
together with the estimated experimental errors.
coefficients (165 of which are unique). This expansion was
B(T) values into agreement with experiment, within the experi- sufficient to reproduce the potential to within 1% of #iginitio
mental uncertainties. value in the region of the potential well.

We performed the close-coupling calculations on the potential
energy surface both with and without induction. The differences
The lowest lying rovibrational states have been calculated between these two sets of calculations were minimal: the
by a full close-coupling calculation using the program BOUNID.  energies of the lowest lying rovibrational states were practically
The CO bond lengths have been held fixed in these calculations,the same, and the ordering of the states with respect to their
with a rotational constant of 1.9313 cfn The numerical symmetry and angular momentum were identical. The dis-
integration of the close-coupling equations used the diabatic sociation energy for the surface with induction we&3.6 cnt?,
logarithmic-derivative method, with a radial grid of 0.01 A, while that for the surface without induction wa92.2 cnrl,
integrating between 2 and 10 A, with a matching point located The results we display in Table 6 are for the potential surface
at 4 A. In choosing the rovibrational states that we calculate, which omits induction effects.
we have restricted our calculations to those for which the total 1. Results. The low-lying rovibrational states of the CO
angular momentum J of the dimer is less than 2. This total dimer are shown in Table 6. The states are labeled according
angular momentum can be considered as being the result ofto their angular momentum and symmetry. We use the
coupling the angular momentumandj. of the molecules with  molecular symmetry grodp33to provide the symmetry clas-
that of the end-over-end angular momenturof the complex,  sification. Only rovibrational states of A symmetry are allowed
and thus we restrict ourselves to states wherej, = L. The for (12C160), because of nuclear spin statistics.
number of channels included in the calculatiore.( the The dimer is seen to be quite weakly bound, with a
maximumj, andj, used in constructing the angular basis of = jissociation energy of around 92 cin This is just one tenth
primitive spherical harmonics) was increased until a reasonable ¢ 1ha value calculated for the HE dindémnd one quarter of
degree of convergence was achieved. that for the HCI dimep5
The functional form used elsewhere in this paper is not . .
immediately appropriate for the BOUND program since the . While the selection rules- < — gnd .A‘] =0+ 1 are
analytic integrals used within that code depend upon the use of'90rous, the knowle_dge of th_e rowbr_atlonal states we have
a single centre angular expansion. Accordingly we have calculateql does not give much information about the appearance
translated our multicenter expansion to an expansion of the formOf .the _dlmer spectrum. .An attempt was made 1o apply
rovibrational labels to the eigenstates using the asymmetric top
— levels Jk«. and the normal modes of the dimer, following the
V(R OnOes) |Z| "1yl (R 93,10, 0.7) ™ approach taken by Bunket al3 In the assignment of these
labels, it is necessary to know the symmetries associated with

VIII. Close-Coupling Calculations on the CO Dimer

albs

where the set of angular functiogg,, are related to th&_,, the rotational and vibrational states, and for these the analysis
functions by the relation of Hougen and OhasHiwas used, assuming that the tunneling
motion occurred via th€y, transition state.
=l 4 3/2 -1 la=lp . . . - .
i (4n)"(—1)* "2 ®) For the different labeling schemes we devised within this

Gty = @+ D@, + 1) aly! scheme, we found contradictions in the relative ordering of states

a b which we could not easily reconcile. Comparing our calculated
The transformation to the Sing|e_center expansion was donerOVibrational levels with those of Bunket al. (Wh|Ch used the

on a grid ofR values necessary for the evaluation of the bound Potential energy surface of van der [eohl) we see a qualitative

state problem, with the angular coefficiemg,,(R) evaluated difference in the relative ordering with respect to parity and

by numerical quadrature. In order to reproduce the multi-center angular momentum.

expansions accurately it was necessary to use an expansion The failure to provide a spectral assignment in the same

which went as far a3, = 8, an expansion which has 285 manner as Bunkeet al. may reflect the role played in the
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tunneling motion by the out of plar@, transition state, which TABLE 7: Dissociation Energy and Vibrationally Averaged

will alter the splitting of the states. TH&, and Cy, transition Rotational Constants for the CO Dimer in Its Ground State?

states & and S, respectively) are seen from Table 4 to be this work experimentél Bunkeret al¢

practicglly isoenergetic_. The preferred tunneling path is ex- Do 93.1(6) 94.7

plored in the next section on the DMC study. A 1.59(2) 0.966 2.2
The failure to provide a spectral assignment might be because B 0.0785(4)

the analysis of the rovibrational levels using the point group € 0.0753(3)

associated with the transition state is only valid in the high- 1B+ C) 0.0769(4) 0.0775 0.1

(B—0C) 0.00321(9) 0.0002

barrier limit, and this combined with the expected anharmonicity

of the upper levels, makes any assignment of the levels difficult ~* The statistical uncertainty, estimated by the standard deviation
using normal modes and asymmetric top labels. between the different DMC runs, are given in brackets and refer to the

. . last decimal place. All quantities are expressed imchEstimated
Besides the spectral data of Havendhal, some spectral o the ground state = 1, from the work of Havenitiet al* © Taken

lines of the CO dimer were published by Vanden Beual 3’ from the close-coupling calculations of Bunletral.® which used the
The lines they found, which were assigned to the CO dimer on potential of van der Poét al?

the basis of mass spectrometry, were used subsequently in an

unsuccessful search for the CO dimer in the interstellar medium.  Each run involved the initial propagation of 1000 replicas
The spectrum consisted of a single line at 0.05 &nmand over 7000 time steps to create a ground state distribution. The
interestingly, a quartet of lines around 0.536 35 émwith a first 3000 of these steps were taken with a timestep of 30 au,
separation of 0.000 019 cth The results from the close-  which was decreased to 15 au for the remaining steps. After
coupling calculations do not provide any obvious agreement this equilibration, the descendent weighting method was used
with these measurements. This might indicate an error in the to calculate the probability distribution. The averaging was
potential surface, which we do not rule out. But an equally performed for nine generations of replicas simultaneously, with
plausible explanation, based on the weak binding energy of thea delay of 100 steps between consecutive generations. Descer

CO dimer, is that higher CO clusters are quite delicate and gants were collected after an initial delay of 500 steps for 1000
fragment quite easily. The observation by Vanden Beil. steps.

of a strong CO dimer peak in the mass spectrum, might reflect
the fragmentation products of ionized CO clusters. Even the
CO dimer complex is quite fragile, a property used by Havenith
et al. in their concentration modulation of the dimer complex
by an ac discharge. Further support for this argument comes
from the quartet of lines, for which a simple explanation would
be that we are observing the tunneling splittings arising from a
cluster of 3 or more CO molecules. It is difficult to understand
how a very small quartet splitting could arise in the CO dimer.

Without assignments of the levels, direct comparison with
the experimental work of Havenitét al. is difficult. In the
next section we use diffusion Monte Carlo to calculate the
spectroscopic parameters of the CO dimer in its vibrational
ground state and address the question of the preferred tunnelin
path.

2. Results. The DMC calculations confirm that, in its ground

state, the CO dimer is practically a symmetric t&p C =
0), in agreement with the experiment of Havengthal. The
value that we calculate faB — C is slightly larger than the
experimental upper bound. This overestimate suggests that our
model surface does not reproduce the more substantial out-of-
plane motion indicated by the experiment. We should remember
though that the rotational constaBit- C was measured for the
stateK = 1, and that our calculation is for the ground stite
= 0. The extra angular momentumKn= 1 might be expected
to lead to greater out-of-plane motion, more torsional averaging
and a smalleB — C. However, we do not rule out the

ossibility that the overestimate Bf— C may be due to errors

n our surface. High accuracy is needed for the accurate
modeling of torsional motion, and small errors in the potential
o energy surface may have quite a large effect on this weakly
IX. Diffusion Monte Carlo Study bound system. It is possible in particular that the overestimate
of B — C is due to the omission of induction effects in these
DMC calculations. It is encouraging that the agreement is so
good, without any parameters being actively fitted for this

1. Calculations. The ground state properties of the CO
dimer have been calculated using the diffusion Monte Carlo
.metho.d (DMC). In thelllght qf our results showing that initio potential surface.
induction effects are relatively minor, we have performed these o .
calculations on the surface without induction. This allows  1he vibrationally averaged value for the rotational constant
longer runs and so better statistics. 1/,(B + C) shows excellent agreement with those measured

The DMC method®® which has been used to study experimentally. The experimental value we quote in Table 7
electronic structure problerffsand simulations of quantum 1S for the statk = 1. When we consider that the experimental

solids, has been applied in recent years to the study of van derv&lue for the stat& = 2 is slightly larger than that foKk = 1,

Waals complexe& using the rigid body formulation of Buci. we expect that the value that we calculate for the ground state
A review of the DMC method has been given by Suhm and (i.e. K= 0) should be just below the value for the= 1 state,
Watts3? which indeed it is. The agreement between the estimates of

dhe rotational constart is not very good. However, it should

To calculate the spectroscopic constants averaged over th ; X v X
P P 9 be borne in mind that the estimate of Havergthal. assumes

zero-point motion, and the ground state wave function, the

method of descendent weighting was udedll calculations that the complex is rigid and so does not allow for vibrational
for this paper were performed using QCLUSTERhe DMC averaging effects.
program of Sandler, which we interfaced with ORIERfTWe The vibrationally averaged coordinates, shown in Table 8,

performed a series of seven runs over which the spectroscopiccannot be compared easily with other calculations or experi-
parameters, probability distributions, and zero-point energy of ments. The only figure that can be compared is the center of
the dimer were calculated. Error limits were estimated from mass distance, and the agreement with the estimate of Havenitt
the standard deviations over the seven runs. et al. reflects the accuracy with which the rotational constant
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TABLE 8: Vibrationally Averaged Internal Coordinates of
the CO Dimer in Its Ground State?

this work experimentél
RIA 3.87(1) 3.86
0a 52(6)
6 114(7)
@ 0(4)

2The statistical uncertainty, estimated by the standard deviation
between the different DMC runs, are given in brackets and refer to the
last decimal place. Angles are in degree&stimated for the ground
state,K = 1, from the work of Havenittet al*

1/, (B + C) has been reproduced. The symmetry of the potential
energy surface,

V(R,04,0g,9) = V(R — 05,1 — 0,,¢)

means thaffs[= 7 — [@g[] We see that this relation is almost
true, within the estimated statistical errors of the DMC calcula-
tion.

Not surprisingly the average value gf is zero, reflecting
the fact that the DMC method samples all of the configurational

space, and because the symmetry of the potential surface is such

that V(¢) = V(—¢), this assures an equal sampling of both

positive and negative torsional configurations. The claims by
Havenithet al. that the complex is nonplanar must be answered
by a more careful appraisal of the torsional distribution and also
by the feasibility of interchange between configurations on either

side of the torsional plane on the timescale of the experiment.

The probability densityy? projected onto the internal
coordinatesR, 64, and ¢ is shown in Figure 4. This figure
shows that the CO dimer is a floppy complex which is
undergoing large amplitude motions. The radial coordinate
describing the intermolecular stretch has a distribution which
extends over a range of 1.2 A. Similarly the torsional coordinate
@, as well as the angular coordin@geshow broad distributions.

Examining theg distribution, we might characterize the

complex as being a hindered rotor, and we should expect the

torsional vibrational modes to be particularly anharmonic. The
distribution is peaked around the planar configuragor O.
Considering this distribution, and the relatively small barriers

to interconversion between the minima, we conclude that the of 1,2 onto the coordinateds
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Figure 4. The normalized probability density for the CO dimer in its
ground rovibrational state, projected onto the internal coordirtes
Oa, andg.

We also raised the question, in the earlier section on the close-
coupling calculations, about the preferred tunneling motion
between the minima. As is also seen in Figure 5b, a projection

x/?z(HA + 0g), there is a

CO dimer complex is planar on average, but it executes large significant volume of space which links the symmetry related

amplitude motions in its torsional coordinate.
It is interesting to compare the CO dimer complex with the
HF dimer. A DMC study of this latter complékshows it to

minima, and the CO dimer can be considered as being truly
delocalized over the two potential wells. Interestingly, in the
projection ofy?2 onto the coordinate§, and g, we see that

possess a similar floppiness. In this case the floppiness isthe region of highy? linking the minima does not seem to
probably related to the light mass of the hydrogens whereas correspond to the path over either type of saddle point. We

for the CO dimer it is related to the shallowness of the potential
energy surfacel for the CO dimer is just one tenth of that
for the HF dimer).

must remember in this interpretation that Figure 5a is a
projection ontofa and g, so one path on this diagram could
represent a multitude of different radial and torsional paths

In the earlier section on the potential energy surface, we raised(subject to the constraint that the total angular momentum of

the possibility that the secondary minima (with the C end of
one molecule pointing toward the second, or the slipped
antiparallel structure) might contribute to the ground state. The
range of the radial distribution does not preclude this. However,
an examination of the distribution ®f, shows that there is no
significant probability for the C end of one molecule to point
directly toward the other (the distribution dies off quite rapidly
after Oa 12C¢?). The two peaks in the distribution are

the complex is conserved).

The reasons for the skewing of the probability distribution
away from the saddle points can be seen from the zero-point
energy. In the ground rovibrational staf@y(= 93 cnt?) the
system lies above the potential energy associated with the
transition states linking the minima. Furthermore, in the region
of the transition states, the curvature of the potential energy
surfaces is relatively gentle (the lowest frequencies associated

consistent with the complex adopting a structure dominated by with S; and S are 6 and 11 cmt, respectively). This means

the lowest minimum, and this is seen more clearly in the
projection ofy? onto 6, and6g in Figure 5a. The positions of

that not only does the zero-point energy allow the system to
pass over the barrier classically, but it may do so over a large

the minima and saddle points are shown on the same diagramregion of space. The route by which the molecules in the
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In Figure 6 we plot thep distribution for configurations
satisfying the conditioly = & — 0g £ 66. In this way we
sample configurations linking the two wells. Choosing a value

0.005 7 i of 15° for 00 ensures that we sample a reasonable number of
configurations to reduce the effects of statistical noise. Now,
if the motion between the minima was dominated by g
saddle point § then allowing for a reasonable degree of
0.000 B ) .
0 80 60 90 120 150 180 210 240 torsional motion, we would expect the distribution of the
0 sampled configurations to be concentrated arogne =+,

s

Figure 5. The normalized probability density for the CO dimer in its whereas if tupngllng_ is via the; saddle pomts Bwe \(vould
ground rovibrational state. (a) Projectionysf onto the @, 0g) plane expect thep distribution to be concentrated in the regiom/2

of the internal coordinates. Contours are drawn at intervals of .42 = ¢ =< /2. Examining Figure 6, we conclude that motion
10-5/degreé, with the outer one representing a density of 24205/ between the minima is indeed dominateddconfigurations.
degreé. The positions of the minima and saddle points are shown by To further assess the validity of this conclusion, we examined
the triangles, with filled triangles representing planar structures and the probability density around th@&,, and C, saddle points.

the open triangle fo® denoting a nonplanar structure. The paths linking Drawing a bounding volume around each saddle point, coor-
the stationary points are also shown, with solid lines indicating paths '

. S S . .
following planar geometries and the datash line indicating a path ~ dinates RSvHAveB@S.)g such that all replicas simultaneously
through nonplanar geometries. (b) Projection of the probability density Satisfying the conditions:
onto the axis of)s = V' Y/x(6a + 6g) (the diagonal from bottom left to
top right of the upper figure). The shaded area in the center shows '[he|RS — Rl = R™L |0§" — 0, = 6", |0§ —0g| = 6",

region which was sampled when examining the motion between the s T0
two wells (see Figure 6). andjp”— ¢l = ¢

complex may pass between the symmetry related minima

depends less on the exact position of the saddle point and more?"® considered as belonging to the transition state, we estimatec
on the density of accessible configurations which link the their relative probabilities. Because of the statistical noise, we

i FOL —
minima. chose the following values of the toleranceR™°- = 0.07 A,

Within a quantum mechanical view of transition state theory, 0" - = 20°, andg ™ot = 10°. These are arbitrary values. They
the density of states associated with the transition state will guide @€ chosen by trial and error to be large enough to reduce
the paths between the minima., &, symmetry) has a low statls_tlcal errors from the sampllng_of the noisy DMC wave
frequency mode of 6 cnt on our potential surface, compared function, but ;mal! enough to be falrly local to the transition
with S, (Can symmetry), whose lowest frequency mode is 11 stateg. On thI.S criterion, the system is 206 .tl'mes as likely
cmL. Thus the higher density of states associated with the low t© Pe in the neighborhood of one of tig transition states than
frequency mode o8, will favor a C, path. We should expect N the neighborhood of th€,, one. This suggests strongly that
such a low-frequency mode to be very anharmonic, and this

the motion between the symmetry related minima is dominated
may well lead to a distribution whose center no longer coincides PY @n out-of-planéc; geometry. These conclusions are in line
with the saddle point.

with the out of plane tunneling suggested by Havesitll. in
To confirm whether th€, path is the dominant one between their group theoretical analysis of th&:2 —— 1 subband of
the minima we have examined the probability density further. COp-
Because of the statistical noise associated with our DMC runs
(we have 63 000 configurations distributed over the four
dimensional space spanned by the internal coordinates) it is not This study has led us to characterize the CO dimer as a planar
possible to examine the gradients associated with the pathbut floppy T-shaped complex which undergoes large amplitude
between the minima. However, we can analyze the relative motions. It is practically a symmetric top in its ground state,
probability of configurations around the region of space linking as well as weakly bound, with a dissociation energy of around
the two wells. 93 cntl

L
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der Waals complex, possessing a double well, with the barrier ~ (6) Stone, A. JChem. Phys. Lett1981, 83, 233.
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along the lines of that of Hougen and Oha%tshould be within (13) Stone, A. J.; Tough, R. J. Ahem. Phys. Let1.984 110, 123.

ini i (14) Stone, A. JThe Theory of Intermolecular Forceinternational

agroup contammg the subgroup. The work of Havenitit Series of Monographs in Chemistry; Clarendon Press: Oxford, 1996.
al. used theC, point group to understand the spectrum, and the ] }
agreement between their work and the current one is encourag- (%) Rodger, P.; Stone, A.; Tildesley, Bol. Simul.1992 8, 145.
ing. Apart from the development of a group theoretical (16) Stone, A. J.; Dullweber, A.; Popelier, P.; Wales, GRIENT: a
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. . . . -~ Chemical Laboratory; Cambridge, U.K., 1995.
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normal modes and symmetric top labels. 22’(g-)g.Meerts, W. L.; de Leeuw, F. H.; Dymanus, 8hem. Phys1977,
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spectroscopic constants and the experimental values is quite
good, and we believe that this potential energy surface provides
a good representation for the dimer interaction. However, given ~ (24) Stone, A. JChem. Phys. Let989 155 111.
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The importance of the higher order dispersion terms, and their 1992 88, 653. Wales, D. 1. Chem. Soc., Faraday Trar993 89, 1305.

influence upon the topology of the potential energy surface, ph(”ig%m% R3-3G-A-? Rowlands, T. W.; Handy, N. C.; Stone, AVal.
makes this system diffficult for study with modern quantum ys. 1991, 72, 33. o )

chemistry methodsthis system, if additional experimental Phg/zssigjgingiegh\é\g J. B. M.; Michiels, J.; van der Avoird, JA.Chem.
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